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  Preface


  The scope of this book is to give an introduction into the physics of solid, crystalline surfaces as well as an overview over the experimental techniques used to study such surfaces. Theoretical concepts are only briefly introduced when they are needed. The main focus lies on the phenomena and their experimental investigation. The text covers only a fraction of the field and the choice is rather subjective. The most important physical phenomena and experimental techniques should be covered, however. 


  There are many other general books on surface physics. Here are some that can serve for further reading:


  
    	Modern Techniques of Surface Science by T. A. Delchar, and D. P. Woodruff, Cambridge Solid State Science Series, 1994.


    	Physics at Surfaces by A. Zangwill, Cambridge Univ. Press, 1988.


    	Solid Surfaces, Interfaces and Thin Films by H. Lüth, Springer, 2010.


    	Concepts in Surface Physics by M. C. Desjonqueres, D. Spanjaard, Springer, 2012.


    	Physics of Surface and Interfaces by H.Ibach, Springer, 2006.

  


  A more specific list for further reading is given in the end of each Chapter and some references are given in the text. Note, however, that this is a textbook and not a review article and the references are merely intended to help you with finding a more in-depth discussion of the subjects. 


  Each Chapter ends with a list of discussion questions you can use to test your understanding of the text and with a few problems to further deepen your understanding of the concepts introduced. The problems marked by (*) are more difficult and meant as a challenge. 


  This book is self-published as an ebook and both of these concepts are new to me. My hope is that this new approach of publishing will provide the student with a useful text at at more affordable price than the usual textbooks, while at the same time ensuring that the costs for the technical realisation, ISBN numbers, distribution and so are covered. An important issue for this approach to publishing is quality control, something that can only be ensured through testing. I am therefore very grateful to my colleagues Jeppe Vang Lauritsen at Aarhus University and Christoph Tegenkamp at the University of Hannover, as well as their students, for using a previous version of the book in their courses and for providing valuable feedback and corrections. 


  I gratefully acknowledge the help from my colleagues David Adams and Flemming Besenbacher who I initially joined in teaching the surface science course at Aarhus University. I have used several electronic pictures from David here. Many of the other images have been made by Erik Holst Mortensen. Over the years, many other colleagues have contributed with valuable suggestions, discussions, examples and figures to the development of this text. I specifically acknowledge the input from Alessandro Baraldi, Silvano Lizzit, Justin Wells, Ivan Stensgaard, Erik Lægsgaard, Lars Petersen, Anders Tuxen, Georg Enevoldsen, Jeppe Lauritsen, Liv Hornekær, Søren Ulstrup, Marco Bianchi, Meike Stöhr, Philip King, Karsten Pohl, Wolfgang Theis, Federico Rosei, Carsten Busse and Anton Tamtögl. I also thank the many students who have followed the surface science course and contributed with corrections and suggestions. Finally, I would like to thank my PhD and postdoctoral supervisors Alex Bradshaw, Phil Woodruff and Ward Plummer who introduced me to the subject of surface physics.


  Chapter1

  Introduction


  This book gives a brief introduction into the physics of solid surfaces their experimental study. Surfaces and interfaces are everywhere and many surface-related phenomena are common in daily life (texture, friction, surface-tension, corrosion, heterogeneous catalysis). Here we are concerned with understanding the microscopic properties of surfaces, asking questions like: what is the atomic structure of the surface compared to that of the bulk? What happens to the electronic properties and vibrational properties upon creating a surface? What happens in detail when we adsorb an atom or a molecule on a surface? In some cases, establishing a connection to the macroscopic surface phenomena is possible. In others, the microscopic origin of these phenomena is not understood in detail. We will mostly concentrate on simple model systems like the clean and defect-free surface of a single-crystal substrate. Such things do of course only exist in our imagination but the technological progress in the last 50 years has made it possible for model experiments to get quite close to this ideal. This together with the progress in surface science theory makes it meaningful to compare experimental results to quantitative calculations. 


  One of the most important motivations in surface science is the understanding of heterogeneous catalysis. The fact that the presence of a solid could accelerate a chemical reaction without modifying the solid was first discovered in the early 19th century. Knowledge about catalysis has then rapidly grown and been the basis of the developing chemical industry. In the beginning, the microscopic mechanism of the catalytic process was, of course, unknown. Much was tried and “good” catalysts were made from experience. A typical surface science experiment on an “ideal” single crystal surface in ultra-high vacuum is rather far away from the conditions a real catalyst is working in: the catalyst may be made of small metal particles dispersed on an inert substrate in a high gas pressure and at elevated temperature. Nevertheless, the surface science approach can give important information about many fundamental processes in catalysis. But there are of course situations where this is not enough. Therefore one tries to move into a direction where one is closer to the real catalyst but still very controlled. One can, for example, study the catalytic properties of well-defined metal clusters on a well-defined surface. The ultimate goal is of course to really understand the catalytic reaction in all steps and to improve the catalyst (make it cheaper or more efficient). Closely related to this is the issue of corrosion. Questions are: What are the chemical reactions leading to corrosion? How do they take place on the surface and what can we do to prevent them? 


  Another reason for the strong interest in surfaces is related to the semiconductor industry. There is a need to build ever smaller structures in order to achieve higher integration on computer chips. One consequence of small structures is that the relative importance of the surfaces is increasing. Another, more practical, consequence is the need to build these structures with high precision and to have flat interfaces between them. This is also an issue in the growth of thin and ultra-thin films and multilayers needed for semiconductors, magnetic storage, coatings and so on. Surface Science research on semiconductor surfaces is much closer to the real technological world than the research in heterogeneous catalysis. Most semiconductor devices are build starting from single-crystal silicon wafer. Related to the increased importance of surfaces in connection to smaller semiconductor structures is the field of nano technology. The electronic properties of nano structures are governed by quantum-confinement effects and the surface sets up the boundary conditions. In some cases, it is even such that surface-localised electronic states dominate the electronic properties of a nano object. 


  A more fundamental issue is that surfaces and interfaces provide a unique opportunity to study (nearly) two-dimensional electronic systems. The most famous examples for this is quantum Hall effect where a two-dimensional electron gas is generated in a semiconductor heterostructure. Such a two-dimensional electron gas can also be created near a surface and studied with a range of powerful surface science techniques. Another opportunity to study electronic phenomena in (nearly) two dimensions are surface-localised electronic states that exist on many pristine surfaces.


  Chapter2

  From Solids to Surfaces


  2.1 Introduction


  In the present Chapter, we briefly review the basic ideas of solid state physics and establish a link to our actual subject, the physics of solid surfaces. It is assumed that you have already followed a basic course on solid state physics. Hence, any detailed treatment is omitted and we merely focus on some “highlights”. 


  When trying to learn something about solids, the biggest problem one encounters is that a macroscopic solid contains very many (1023) atoms. It is therefore impossible to solve any equations of motion, classical or quantum, in a direct way. The key for a quantitative description of the electronic and vibrational properties of solids is the fact that most solids are crystals and the crystal symmetry can be exploited to greatly facilitate the solution of the problem. This Chapter thus reminds you about the description of crystals in real and reciprocal space and it explains some basic ideas relating the surface properties to those of the bulk. 


  We divide the properties of a solid into electronic contributions and lattice vibrations. This division is not without problems: In principle one would have to solve the Schrödinger equation for the whole system, with the co-ordinates of all the electrons and all the ions. The reason why separating the electronic and vibrational degrees of freedom works well, is that the ions are so much heavier and slower than the electrons. When the ions move out of their equilibrium-position the electrons follow quickly but they stay in their ground state. They just move to another ground-state with higher energy. When the ions are moving back, the electrons follow to their initial ground state. The good approximation that the electrons remain in their ground state is called adiabatic or Born-Oppenheimer approximation. 


  The mass difference is also reflected in the different energy scales in electron and ion motion: typical kinetic energies of electrons are in the region of several eV while the vibrational (phonon) energies are several meV. The strategy to follow is therefore to solve the electronic structure assuming a rigid crystal. Then the vibrational properties can be calculated from the known electronic properties. Finally, the influence of the vibrational states on the electronic system can be considered: it is usually just a very small (but potentially important!) change. 


  


  2.2 Lattice and reciprocal lattice


  


  2.2.1 Lattice


  Many solids exist in a crystalline form. Not only the ones that appear as large single crystals in nature (like diamond, many minerals and salts) but also metals grow as crystals, with bigger chunks of material often made from small crystallites with different orientations. Since these crystallites are still much bigger than the atomic spacings, we can view the solids as ideal crystals and use the perfect periodicity to facilitate many of the problems. 


  We start with some basic definitions. The most fundamental is that of a Bravais lattice. It is defined as a lattice of points with position vectors


  
    
      	 [image: R = n1a1 + n2a2 + n3a3. ]

      	(2.1)
    

  


  


  Examples for a Bravais lattice are the body centred cubic (bcc) lattice and the face centred cubic (fcc) lattice shown in Fig. 2.1  . 
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      Figure2.1: (a) The body-centred cubic (bcc) and (b) the face-centred cubic (fcc) Bravais lattice. The vectors spanning the lattices are given as arrows. (c), (d) The Wigner-Seitz cells for the fcc and bcc lattice, respectively.
    

    

    

  

  

  

  Given the Bravais lattice, the primitive unit cell can be defined: it is any volume of space that, when translated through all the vectors of the Bravais lattice, fills all of space without either overlaps or voids. There are many possible choices for this primitive unit cell. One very common is the Wigner-Seitz cell. This cell has the full symmetry of the lattice and is defined as the region of points closer to a given lattice point than to any other lattice point. The Wigner-Seitz cells of the bcc and fcc lattice are also given in Fig. 2.1  . 


  Finally, a real crystal can be described by a Bravais lattice and a so-called basis. The basis is a fixed arrangement of atoms or molecules that is placed on every point of the Bravais lattice. It can just be one atom or it can be a whole protein in crystals used for protein structure determination by x-ray diffraction. 


  The basis for the fcc and bcc lattices is just one atom but in order to see this, one has to realise that the cube is not the primitive unit cell. The Bravais lattice vectors actually spanning the primitive unit cells are indicated in Fig. 2.1  (a) and (b).


  2.2.2 Reciprocal lattice


  Starting from the Bravais lattice, the reciprocal lattice can be defined as the set of vectors G that yield plane waves with the periodicity of the Bravais lattice. This means that if G belongs to the reciprocal lattice of a Bravais lattice with points R then the relation


  
    
      	 [image: eiG⋅(r+R) = eiG ⋅r ]

      	(2.2)
    

  


  or


  
    
      	 [image: eiG⋅R = 1 ]

      	(2.3)
    

  


  must hold. 


  The reciprocal lattice vectors also form a Bravais lattice


  
    
      	 [image: G = n1b1 + n2b2 + n3b3. ]

      	(2.4)
    

  


  and the vectors b1,b2,b3 spanning this lattice can be constructed explicitly by


  
    
      	 [image: b = 2π --a2 ×-a3-- b = 2π --a3 ×-a1-- b = 2π---a1 ×-a2- 1 a1 ⋅(a2 × a3) 2 a1 ⋅(a2 × a3) 3 a1 ⋅(a2 × a3) ]

      	(2.5)
    

  


  From this, it is easy to derive the very useful relation.


  
    
      	 [image: ai ⋅bj = 2πδij. ]

      	(2.6)
    

  


  


  For the examples in Fig. 2.1  , one finds that the reciprocal lattice of the fcc Bravais lattice is the bcc lattice and for the bcc Bravais lattice, it is the fcc lattice. 


  The concept of the reciprocal lattice allows us to re-write many solid state problems in a much simpler way by making use of the crystal symmetry. Take for example a one-dimensional lattice with lattice spacing a. A periodic function on this lattice, such as the charge density, fulfils


  
    
      	 [image: ρ(x) = ρ(x + na), ]

      	(2.7)
    

  


  with n being an integer number. ρ can be written in a Fourier series


  
    
      	 [image: ρ(x ) = ∑ ρ ei(n2π∕a)x, n n ]

      	(2.8)
    

  


  where 2π∕a is the distance between the points of the one-dimensional reciprocal lattice. For the analogous three-dimensional charge density


  
    
      	 [image: ρ(r) = ρ(r + R), ]

      	(2.9)
    

  


  the same construction can be made with the sum taken over the reciprocal lattice vectors G


  
    
      	 [image: ρ(r) = ∑ ρ eiG⋅r. G G ]

      	(2.10)
    

  


  At first glance, the advantage of writing down this series may not be obvious: In real space we have to describe ρ for every point in the unit cell and there are, in principle, infinitely many points, but in reciprocal space we also have an infinite series. However, it turns out that it is often sufficient to use very few Fourier coefficients to get an accurate description of ρ. 


  It is also possible to define a primitive unit cell in the reciprocal lattice. Of special importance in the theory of electronic and vibrational states is the Wigner-Seitz cell in the reciprocal lattice. It is called the first Brillouin zone. The first Brillouin zones for the bcc and fcc lattice look like the Wigner-Seitz cells for the fcc and bcc lattice in Fig. 2.1  , respectively. 


  Another point worth mentioning in connection with our actual subject, the physics of surfaces, is the definition of the Miller indices. These are used to define a lattice plane or the orientation of a surface plane. A plane can be conveniently defined by a vector perpendicular to the plane and the Miller indices use the reciprocal lattice vectors to do this: the lattice plane with the Miller indices (h,k,l) is the plane perpendicular to the reciprocal lattice vector hb1 + kb2 + lb3. In a simple cubic lattice, the reciprocal lattice is also simple cubic and the bi vectors have the same direction as the ai vectors. Thus, the (h,k,l) plane is not only perpendicular to the hb1 + kb2 + lb3 vector but also to the ha1 + ka2 + la3 vector and the construction is trivial (see Fig. 2.2  ). 


  For the definition of lattice planes, the bcc and fcc lattice are usually treated as simple cubic but we need to be aware of the possible confusion arising from this. For non-cubic materials it is very important to remember the actual definition of the Miller indices: they give a direction in reciprocal space, not in real space.
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      Figure2.2: Three lattice planes and their Miller indices in the simple cubic lattice.
    

    

    

  

  


  2.2.3 Directions in real and reciprocal space


  There are some conventions for specifying surface orientations and directions on surfaces that are worth summarising here. Surface orientations are generally given by the Miller indices (h,k,l), as illustrated in 2.2  for the simple cubic lattice. Often, the commas in the Miller indices are omitted and one writes (hkl). If the surface direction needs to be specified with a negative index, it can be written as e.g. (h-kl) but often the minus sign is replaced by a bar as in (hkl). While the Miller indices in round brackets (hkl) denote a specific direction in reciprocal space and the surface perpendicular to this direction, indices in curly brackets {hkl} denote a family of symmetry-equivalent directions or planes. In a cubic crystal, {100} could be used in order to refer to the equivalent (100),(010),(001),(001),(010) and (100) planes. 


  Similar conventions apply for directions in real space. Square brackets are used to give specific directions. For example [lmn] corresponds to the real space direction la1 + ma2 + na3. Again, a bar above a number means minus. Angle brackets are used to denote equivalent directions in real space. As an example, the [001],[010],[100],[001],[010] and [100] directions could be summarised as the ¡001¿ direction. 


  Finally, it is useful to know that Miller indices for hexagonal structures are often given with four numbers instead of three, i. e. (hkil). In this notations, the last index l refers to the direction of the hexagonal c axis and the additional index i can be calculated by i = -(h + k). 


  


  2.2.4 Lattice and reciprocal lattice at surfaces


  Now we discuss how to apply the concepts of the Bravais lattice, the basis and the reciprocal lattice to a solid’s surface. Cleaving a bulk crystal results in two semi-infinite half-crystals, each terminated by a surface. This affects the global symmetry of the system: parallel to the surface, crystalline translational symmetry is conserved but perpendicular to the surface, it is broken, at least at the actual surface position. The surface as such could be viewed as a perfectly periodic two-dimensional system but very often the three-dimensional character of the bulk under the surface cannot be ignored and the system is effectively between two-dimensional and three-dimensional. We will see several examples of this. 


  When the surface is formed, one could assume that all the atoms stay at the same positions as before in the bulk. This is actually often not the case but we assume it for now. For the newly formed surface, we now define a two-dimensional Bravais lattice and illustrate this using the example of the fcc(001) surface, i.e. the termination of an fcc crystal with a plane of Miller indices (001). Fig. 2.3  shows how this surface is related to the bulk fcc crystal structure as well as an atomistic model for the surface. It is simple to suggest a two-dimensional Bravais lattice for the surface: It consists for the vectors a′1 and a′2. These are perpendicular to each other and have the length a∕[image: √- 2], with a being the side length of the bulk cube.
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      Figure2.3: The fcc(001) surface. (a) The surface (shaded) in relation to the bulk structure and the vectors spanning the bulk Bravais lattice. Not all the lattice points on the faces of the cube are shown. (b) Top-view of the surface showing the surface Bravais lattice vectors. The purple square corresponds to the top of the cube in (a).
    

    

    

  

  

  

  We can also construct the surface Bravais lattice starting from the bulk Bravais lattice. The bulk Bravais lattice is given by


  
    
      	 [image:  ( ) ( ) ( ) 0 1 1 a1 = a-( 1 ) , a2 = a( 0 ) , a3 = a-( 1 ) , 2 1 2 1 2 0 ]

      	(2.11)
    

  


  and we are seeking two non-collinear vectors in the surface plane. These can be constructed by


  
    
      	 [image:  ( ) ( ) 1 - 1 a′1 = a3 = a-( 1 ) , a′2 = a1 - a2 = a( 1 ) , 2 0 2 0 ]

      	(2.12)
    

  


  i. e. we get the same result as from our naive guess, two vectors that are perpendicular to each other and have the length a∕[image: √- 2]. It is easily seen that they also have the same directions as the vectors resulting from our direct construction in Fig. 2.3  . 


  What is the basis for the surface? This question is not so easily answered. If we only view the first layer of atoms as “the surface”, the definition of the basis is clear enough: Given the Bravais lattice, it would have to contain sufficiently many atoms that we can describe all the atoms in the surface layer. In our case, this would be just one atom, of course. If, however, we are interested in the atoms of deeper layers as well, we could have to include them in the basis. A pragmatic approach to this would be to define the crystal as a stack of identical units, possibly made of several atomic layers, with the same basis for each unit. 


  The construction of the surface reciprocal lattice is illustrated using the same example of the fcc(001) surface in Fig. 2.4  . We can directly construct the vectors spanning the surface reciprocal lattice b′1 and b′2 from the surface Bravais lattice vectors a′1 and a′2 using (2.6  ). We immediately see that b′1 must be perpendicular to a′2 and hence parallel to a′1. Moreover, b′1 ⋅ a′1 = 2π and therefore the length of b′1 must be 2π[image: √ - 2]∕a. b′2 has the same length and is perpendicular to b′1. 
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      Figure2.4: (a) Construction of the surface reciprocal lattice for the fcc(001) surface directly from the real space Bravais lattice in the plane of the surface. (b) The fcc reciprocal lattice. The surface plane is the top of the cube and the surface reciprocal lattice can be obtained by projecting the bulk reciprocal lattice vectors onto this plane. The grey plane is the same as in Fig. 2.5  . (c) The result of this projection, i.e. the cube in (b) viewed from the top.
    

    

    

  

  

  

  We can also obtain the surface reciprocal lattice from a projection of the bulk reciprocal lattice onto the surface plane. The bulk reciprocal lattice of the fcc lattice is a bcc lattice, as illustrated in Fig. 2.4  . Explicitly, it is given by


  
    
      	 [image:  ( - 1 ) ( 1 ) ( 1 ) b = 2π-( 1 ) , b = 2π-( - 1 ) , b = 2π( 1 ) , 1 a 1 2 a 1 3 a - 1 ]

      	(2.13)
    

  


  A normal vector perpendicular to the surface is


  
    
      	 [image:  ( ) 0 n = ( 0 ) . 1 ]

      	(2.14)
    

  


  Note, that this vector is obviously perpendicular to the surface we are interested in here (it is directed along the z axis) but this direction is not consistent with the (hkl) reciprocal lattice vector being perpendicular to the surface. In fact, only the (110) reciprocal lattice vector would be perpendicular to the surface. The reason is that we have defined our (001) surface with respect to the cubic unit cell, as one usually does for fcc and bcc surfaces, and not with respect to the primitive unit cell. This is a convenient convention but one has to keep in mind that it is applied here! 


  In order to project the reciprocal lattice out onto the surface, we take each reciprocal lattice vector and subtract the component of this vector that is perpendicular to the surface. For b1 we get


  
    
      	 [image:  ( ) ( ) ( ) ( ) 2π - 1 2π - 1 0 2π - 1 b1 - b1 ⋅n =--( 1 ) - --( 1 ) ⋅( 0 ) = ---( 1 ) a 1 a 1 1 a 0 ]

      	(2.15)
    

  


  and for the two other vectors we get


  
    
      	 [image:  ( ) ( ) 1 1 b2 - b2 ⋅n = 2π-( - 1 ) , b3 - b3 ⋅n = 2π-( 1) . a 0 a 0 ]

      	(2.16)
    

  


  All of these vectors have the same length as inferred when we directly calculated the surface reciprocal lattice from the surface Bravais lattice. The first two are pointing in opposite directions, perpendicular to the third one. We thus get two independent vectors for the surface reciprocal lattice. 


  It is curious that we have to project the bulk reciprocal lattice onto the surface in order to get the correct surface reciprocal lattice whereas we merely take one plane (and not the projection) of the real space Bravais lattice in order to obtain the surface Bravais lattice. It is immediately clear why projecting the real space lattice onto the surface plane is not a good idea: this would lead to too many Bravais lattice points since it matters in which layer the points are. For the reciprocal lattice, on the other hand, a projection onto the surface becomes necessary because the periodicity in the direction perpendicular to the surface is lost and hence the quantum number k perpendicular to the surface loses its meaning: It does not matter what value k has in this direction, only the components of the initial k parallel to the surface retain their meaning. 


  The necessity for projecting out the reciprocal lattice is illustrated in Fig. 2.5  (a). Again, we see how the b′1 surface reciprocal lattice vector is obtained by the projection of the b3 bulk reciprocal lattice vector in a cut through reciprocal space. If the value of k perpendicular to the surface is irrelevant, surface reciprocal space points that differ by b′1 must be completely equivalent. We can see that this is the case when considering the black dots representing the bulk reciprocal lattice points. When projecting the lattice of black dots onto the line parallel with b′1, this vector does indeed connect two dots. 


  

  


  
     

    [image: PIC] 



    
      Figure2.5: (a) Two-dimensional cut through the fcc reciprocal lattice in the grey plane of Fig. 2.4  (b), showing the reciprocal lattice points and a cut through the bulk Brillouin zones (in green). The b′1 surface reciprocal lattice vector is obtained by the projection of the b3 onto the surface and it connects bulk reciprocal lattice points that are projected out onto the surface. (b) Sketch of the fcc bulk Brillouin zone and the projection on the (001) surface, giving rise to the surface Brillouin zone for fcc(001).
    

    

    

  

  

  

  Having defined the surface reciprocal lattice, we can go on and define the surface Brillouin zone. This is the surface analogue to the first Brillouin zone in the bulk and defined in the same way, merely in two dimensions. For a square lattice, the surface Brillouin zone is also a square. Figure 2.5  (b) shows the surface Brillouin zone for the fcc(001) surface in relation to the bulk Brillouin zone. Note that the surface Brillouin zone is parallel to the square face of the bulk Brillouin zone, but it is larger than this square. Why this is so is obvious when we consider that the surface reciprocal lattice is a projection of the bulk reciprocal lattice. The edge point of the surface Brillouin zone (the X point) must project down to the centre of the hexagon on the bulk Brillouin zone (the L point) because this point is at half the distance between two projected bulk Brillouin zone centre points. This is also evident from the cut in Fig. 2.5  (a). 


  The high symmetry points of the bulk Brillouin zone are typically denoted by letters such as Γ for the centre and X,L and so on for points on the faces. For the surface Brillouin zone, similar notations are used but the two-dimensional high symmetry points carry a bar over the letter. The centre of the zone, for example, is called Γ in the bulk and Γ on the surface. 


  For all the above considerations, we have assumed that the atoms near the surface simply remain at the position they had in the bulk solid when the surface is formed. This does not have to be so: Imagine the forces on an atom at the new surface. The atom loses some of its nearest neighbours and an entirely new energetic situation arises. The first layer atoms could move further away from the remaining neighbours or closer towards them. Such a change of the first interlayer spacing is a called a relaxation. 


  Not even the periodicity parallel to the surface needs to remain the same as in the bulk: On many surfaces, especially on semiconductors, the atoms try to find new “partners” for the broken bonds sticking into the vacuum. This can lead to a reconstruction of the surface where the periodicity parallel to the surface is not the same as in the bulk. We will discuss this in more detail in Section ??. 


  We conclude this section by again illustrating the usefulness of the reciprocal lattice, now with special emphasis to the two-dimensional surface reciprocal lattice. Figure 2.6  (a) shows a Scanning Tunnelling Microscopy (STM) image of a Pt(111) surface and Fig. 2.6  (b) shows the Fourier transformation of this image. Pt is an fcc metal and the (111) surface is a closed-packed surface with hexagonal symmetry. At this point, we do not have to worry how an STM works or what exactly the picture shows. We can merely interpret it at the charge density at the surface, resolved on an atomic scale. The charge density varies with the periodicity of the atomic lattice, it is highest where the atoms are and we can interpret Figure 2.6  (a) as “an image of the atoms”. A Fourier transform of the charge density should basically be an image of (2.10  ) with the intensity at the reciprocal lattice spots being equal to the (magnitude of the) Fourier coefficients of the charge density. This is indeed the case. We can see that the six spots around the origin are by far the most intense features. They alone give already a decent description of the entire STM image. This makes the usefulness of reciprocal space obvious. When looking closer, weaker features at other reciprocal lattice points can be seen.
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      Figure2.6: (a) Scanning tunnelling microscopy image of Pt(111). (b) The Fourier transformation of this image [1].
    

    

    

  

  


  2.3 Electronic states


  We briefly recapture different approaches to describe the electronic structure of solids. In all of these it is assumed that the situation can be described by one electron moving in the potential of the ions and all the other electrons. For metals, the electrons are largely free and the electronic states can often be well-described by assuming either completely free electrons (i.e. a vanishing crystal potential) or nearly free electrons. For more covalently bonded materials, on the other hand, the electrons are still strongly bound to their respective atoms and a simple description starts from a linear combination of the atomic orbitals. Ultimately, all approaches lead to a dispersion of the electronic levels in reciprocal space, i. e. to a number of energy bands En(k), where the index n numbers the bands. 


  Once we have obtained these bands, they are filled up with the available electrons according to the Fermi-Dirac distribution


  
    
      	 [image:  ( E-μ ) -1 f(E,T) = ekBT +1 , ]

      	(2.17)
    

  


  where μ is the (temperature-dependent) chemical potential that, for a metal, is approximately equal to the (temperature-independent) Fermi energy EF, the highest energy reached when filling in the electrons at T = 0. 


  


  2.3.1 Free electrons


  A possible starting point for a quantum mechanical treatment of the solid’s electronic structure is to consider free electrons in a box. It can be assumed that this is an appropriate model to describe a metal. We calculate single particle states and neglect the electron-electron interaction. We can assume a vanishing potential in the box and the Schrödinger equation is


  
    
      	 [image:  2 Hψ (r) = --¯h--∇2 ψ(r) = Eψ (r). 2me ]

      	(2.18)
    

  


  The solution must have the form


  
    
      	 [image: ψ (r) = Aeik⋅r + Be- ik⋅r, ]

      	(2.19)
    

  


  where A and B are complex amplitudes. This gives rise to the energy eigenvalues


  
    
      	 [image: E (k) = ¯h2|k|2-=-¯h2-(k2+ k2+ k2) 2me 2me x y z ]

      	(2.20)
    

  


  The possible values of k are restricted by the choice of boundary conditions. We can, for example, require that the wave function must vanish at the border of the box, as would be the case for an infinitely high potential barrier. Then A and B in (2.19  ) are chosen such that the wave functions are of the form


  
    
      	 [image: ψ(r) ∝ sink x sink y sink z, x y z ]

      	(2.21)
    

  


  and the k values are


  
    
      	 [image: kx = πnx;nx = 1,2,3,... ky = Lπny;ny = 1,2,3,... kz = πLnz;nz = 1,2,3,..., L ]

      	(2.22)
    

  


  where L is the side length of the box, that is assumed to be a cube. 


  Alternatively, we can use periodic boundary conditions, i.e.


  
    
      	 [image: ψ(r) = ψ(x,y,z) = ψ (x + L,y,z) = ψ(x,y+ L,z) = ψ(x,y,z + L), ]

      	(2.23)
    

  


  with the solutions of (2.18  ) written as


  
    
      	 [image: ψ(r) ∝ eir⋅k ]

      	(2.24)
    

  


  and the permitted k-points are


  
    
      	 [image:  2π kx = 2Lπ nx;nx = 0,±1,±2,±3,... ky = 2Lπ ny;ny = 0,±1,±2,±3,... kz = L-nz;nz = 0,±1,±2, ±3,.... ]

      	(2.25)
    

  


  


  This choice of boundary conditions has no effect on the resulting properties. If we, for example, calculate the density of states, we get exactly the same result. From a surface point of view, this appears to be a problem because it should make a difference if we force the wave functions to vanish at the surface or not. We discuss this in some more detail below, but here we just point out that these boundary conditions are not intended to represent a solid with a surface. Indeed, their purpose is to give an accurate description of a bulk solid, avoiding the difficulty of having a surface. 


  


  2.3.2 Electrons in a periodic potential: Nearly free electrons


  In a real crystal, the potential is not zero or constant. We do not usually know its precise form but we do know that it has the same periodicity as the lattice. The Schrödinger equation is


  
    
      	 [image: H ψ (r) = (- h¯2-∇2 + U(r))ψ (r) = Eψ(r) 2me ]

      	(2.26)
    

  


  where U(r) = U(r + R) is the potential. The solutions of this equation are Bloch waves with the form


  
    
      	 [image: ψk(r) = uk(r)eik⋅r ]

      	(2.27)
    

  


  where uk(r) = uk(r + R) is a lattice periodic function. A general property of the Bloch waves is that


  
    
      	 [image: ψk (r) = ψk+G(r) ]

      	(2.28)
    

  


  where G is a reciprocal lattice vector. This means that a Bloch wave does not change when it is shifted by a reciprocal lattice vector. Inserting this into the Schrödinger equation gives that also


  
    
      	 [image: Ek = Ek+G. ]

      	(2.29)
    

  


  Since both the wave-functions and the energies are periodic in reciprocal space it is sufficient to treat both in the first Brillouin zone. 


  For a simple approach to the electronic structure of metals, one can assume that the potential is very weak, i.e. that the electrons are nearly free. The green dashed lines in Fig. 2.7  (a) are the resulting bands for such a potential in a one-dimensional lattice of periodicity a. The bands are merely parabolas, i.e. the solutions for the free electron case (2.20  ). However, there is not only one parabola centred at k = 0, but repeated parabolas with a distance of 2π∕a in order to fulfil the requirement (2.29  ). 


  This electronic structure changes in an important way if the potential in (2.26  ) is not almost zero but takes on a finite value. The lattice periodic potential is described by the Fourier series


  
    
      	 [image:  ∑ iG ⋅r U(r) = G UGe . ]

      	(2.30)
    

  


  If we take a one-dimensional real potential and assume that just the first Fourier coefficient is non-zero, i.e. U1* = U-1, we find that free electron band picture in Fig. 2.7  (a) changes, but only in the immediate vicinity of the Brillouin zone boundaries where gaps appear in the band structure. The size of the splitting is twice the magnitude of the Fourier coefficient U1 in the potential. If we include more non-zero Fourier coefficients, we get gap openings at other degeneracy points. A finite U2, for example, removes the degeneracy of the next band crossing at k = 0. The solid black band structure in Fig. 2.7  (a) shows this situation where both U1* = U-1 and U2* = U-2 are different from zero. 


  The opening of band gaps is of fundamental importance for describing the electronic structure of solids because it gives the possibility to describe not only metals but also semiconductors and insulators. For surfaces, band gaps are also very important because their presence is a necessary condition for the existence of new, surface-localised electronic states as we shall see in Chapter ??. 


  

  


  
    

    
      

      


      [image: PIC] 

    



    
      Figure2.7: Electronic band structure for a one-dimensional periodic potential of lattice constant a. The dashed green lines are the solution for a periodic but vanishingly small potential. The black lines are the solution for nearly free electrons with non-vanishing Fourier coefficients Ug and gaps opening around crossings of the dashed bands. The right hand side illustrates how a similar band structure is arrived at in a tight-binding model, starting from the atomic energy levels E0 and E1. These levels are shifted slightly and broadened into bands of the width nγ and nγ′, respectively, where n is the number of nearest neighbours and γ, γ′ are determined from the overlap between the wave functions and atomic potentials at neighbouring sites. The Bloch wave functions are derived from the atomic orbitals and they are illustrated for the two lowest lying band (s and p) on the right hand side.
    

    

    

  

  


  2.3.3 Electrons in a periodic potential: tightly bound electrons


  So far, we have viewed the development of band structure by starting from free electrons and then introducing a (weak) lattice potential that gives rise to deviations from the free electron behaviour. It is interesting, and in many cases of high practical value, to adopt a complementary point of view. We can start with the orbitals of the atoms forming the crystal and construct a crystal wave function as a linear combination of these atomic orbitals. This method is known as a tight-binding approach. Obviously, the nearly free electron approach is more natural to describe metals while the tight-binding approach is the obvious starting point for covalently bonded crystals or for more localised electrons in metals, such as the d electrons in transition metals. Both are mere approximations but very useful for a qualitative understanding of electronic structure. 


  We sketch the tight-binding formalism in its simplest form. We start with the Hamiltonian for the atoms making up the solid (considering only one kind of atom for simplicity). It is given by 


  


  [image:  2 2 Hat = - ¯h-∇-+ Vat(r). (2.31) 2me ]


  where V at is the atomic potential. Atoms have different energy levels En and we assume that we know these and the corresponding atomic wave functions ϕn(r). When we put the atoms together to form a solid, we expect that each energy level forms a band in the solid. 


  The Hamiltonian for the solid can now be written as


  
    [image:  2 2 H = - ¯h-∇2-+ ∑ V (r- R ) = - ¯h-∇2-+ V (r)+ ∑ V (r- R ). (2.32) sol 2me R at 2me at R⁄=0 at ]
  


  The first term in the Hamiltonian is the kinetic energy of the single electron we consider, the second is the sum of the atomic potentials of all the atoms in the solid. The right hand side of the equation shows that we can split this potential up in any way we like, e. g. as the potential of the atom at the origin V at(r) plus the potential of the rest of the solid. This can also be written as


  
    [image:  ¯h2∇2 Hsol = - 2m--+ Vat(r)+ v(r). (2.33) e ]
  


  This is obviously just the Hamiltonian for an atom at the origin plus some correction potential from all the other atoms. Consider the extreme case of the atoms being quite far from each other. In this case, we can try to use the atomic wave functions ϕn(r) to calculate the energy eigenvalues of the solid. We obtain


  [image: ∫ ∫ ∫ * * * ϕn(r)Hsolϕn (r)dr = ϕn(r)Hatϕn(r)dr+ ϕn(r)v(r)ϕn(r)dr ≈ En (2.34) ]


  The last approximation is made because if the atoms are sufficiently far away from each other, the wave function ϕn(r) will have dropped to zero before the potential v(r) from the neighbouring atoms becomes appreciably higher than zero and so the second integral vanishes. In this approximation, it is easy to see that the atomic wave function centred on any other site R′ will also solve the Schrödinger equation for the Hamiltonian (2.32  ). We merely have to re-write the Hamiltonian such that it is centred for the atom at R′ plus the potential from all the other atoms. So the result of this treatment is that, for a solid of N atoms, we obtain N degenerate solutions for every energy eigenvalue En of the atomic Hamiltonian. This is of course what one would expect if the atoms are placed so far from each other that they do not interact. The “band structure” of this result would be “bands” at energies En with no dispersion at all. 


  We now discuss the situation where there is some interaction between the neighbouring atoms. For simplicity, we consider only the lowest lying band derived from the s level with E0 and ϕ0(r). We write the wave function of the solid as linear combination of the atomic wave functions


  
    [image:  -1--∑ ψ (r) = √N- ck,Rϕ(r- R ). (2.35) R ]
  


  The usefulness of normalization factor [image: -1- √N] will become apparent later. The coefficients ck,R are still to be determined. They will depend on the wave vector k. 


  Since the overlap between wave functions and potentials from neighbouring atoms is now no longer neglected, the wave functions ϕ(r) used for constructing the solid’s wave function in (2.35  ) are not necessarily the same as ϕ0(r). In fact, ϕ(r) is often constructed as a linear combination of all the atomic wave functions


  
    [image:  ∑ ϕ(r) = bnϕn(r). (2.36) n ]
  


  For simplicity, we neglect this here. This is an acceptable approximation if the band derived from the atomic s level is well-separated from all other bands. Then ϕ0(r) is the dominant contribution in (2.36  ) and we can approximate (2.35  ) by


  
    [image:  1 ∑ ψ(r) ≈ √-- ck,R ϕ0(r- R). (2.37) N R ]
  


  The coefficients ck,R are now determined by the requirement that (2.37  ) must have the character of a Bloch wave if it is to be a solution of the solid’s Schrödinger equation. The correct choice for the coefficients turns (2.36  ) into


  
    [image:  ∑ ψ(r) = √1-- eik⋅Rϕ0(r- R ). (2.38) N R ]
  


  It is easy to see that this wave function is normalised. It also fulfils the Bloch condition


  [image: ψ(r+ R ′) = eik⋅R ′ψ (r), (2.39) ]


  because


  
    
      	 [image:  ψ(r+ R ′) = 1 ∑ √--- eik⋅Rϕ0(r- R + R ′) = N R √-1- ikR ′ ∑ ik⋅(R-R ′) ′ N e e ϕ0(r- (R - R )) = 1 ′ ∑ R ′′ ′ √---eikR eik⋅R ϕ0(r - R ′′) = eik⋅R ψ(r). N R′′ ]

      	(2.40)
    

  


  


  We now use this wave function to obtain the desired band structure E(k). This is achieved by starting with the solid’s Schrödinger equation using (2.33  )


  
    [image: Hsolψ(r) = (Hat + v(r))ψ (r) = E(k)ψ(r), (2.41) ]
  


  multiplying it with the atomic wave function ϕ0*(r) and integrating over the whole solid to obtain


  
    [image: ∫ ∫ ∫ ϕ *(r)Hatψ(r)dr+ ϕ*(r)v(r)ψ(r)dr = E (k) ϕ*(r)ψ(r)dr. (2.42) 0 0 0 ]
  


  We can calculate the first term because


  [image: ∫ ∫ ∫ ϕ *0(r)Hatψ(r)dr = (Hatϕ0(r))*ψ(r)dr = E0 ϕ*0(r)ψ(r)dr, (2.43) ]


  and with this (2.42  ) gives


  
    [image:  ∫ ∫ ∫ E0 ϕ*0(r)ψ(r)dr + ϕ*0(r)v(r)ψ(r)dr = E(k) ϕ *0(r)ψ(r)dr. (2.44) ]
  


  Now we insert the expression (2.38  ) for ψ(r) and obtain


  
    
      	 [image:  ( ) ∑ ∫ E0(1 + ϕ*0(r)ϕ0(r - R )eik⋅Rdr) R ⁄=0 ∫ 2 ∑ ∫ * ik⋅R + |ϕ0| (r)v(r)dr + ϕ 0(r)v(r)ϕ0(r- R )e dr ( R⁄=0 ) ∑ ∫ = E (k) (1 + ϕ*0(r)ϕ0(r - R)eik⋅Rdr) . R ⁄=0 ]

      	(2.45)
    

  


  From this we directly obtain an expression for the desired dispersion as


  
    [image:  ∫ 2 ∑ ∫ * ik⋅R E (k) = E0 - --|ϕ0|(r)v(r)∑dr--∫-R⁄=0--ϕ0(r)v(r)ϕ0(r--R-)e----dr.(2.46) 1 + R⁄=0 ϕ*0(r)ϕ0(r- R )eik⋅Rdr ]
  


  Now we introduce a few simplifications. The first is to neglect the sum in the denominator, as the integral only contains wave functions centred on neighbouring atoms and is therefore much smaller that one. We can use a similar reason to simplify the sum in the numerator. Since the wave function overlap is small, we keep only the terms for the nearest neighbour atoms. We also introduce the abbreviations


  [image:  ∫ 2 β = - |ϕ0| (r)v(r)dr (2.47) ]


  and


  [image:  ∫ * γ(R ) = - ϕ0(r)v(r)ϕ0(r - R)dr. (2.48) ]


  With this, (2.46  ) becomes


  [image:  ∑ E (k ) = E0 - β - γ (R )eik⋅R. (2.49) R⁄=0 ]


  The nature of the band structure becomes clearer when we calculate the sum for a specific structure. As an example, we take a two-dimensional square lattice with lattice constant a, as shown in Fig. 2.8  (a). If we consider only the nearest neighbours, we can see that all the γ(R) values are the same and we call them γ. The reason for this is ϕ0(r) is an s wave function and thus real and without any angular dependence. The dispersion becomes


  
    
      	 [image:  ikxa -ikxa ikya -ikya E (k) = E0 - α- γ(e + e + e + e ) = Eat - α - 2γ(coskxa+ coskya), ]

      	(2.50)
    

  


  where we have used that the two-dimensional vector k = {kx,ky}. Obviously, this dispersion has the periodicity of the reciprocal lattice and the highest binding energy (lowest E(k)) is reached for k = (0,0). 


  A one-dimensional version of this can be compared to the band structure that we have obtained with the nearly free electron model, as illustrated in Figure 2.7  . The one-dimensional band dispersion derived in the same way as above is


  
    [image: E (k) = E0 - α- 2γ coska. (2.51) ]
  


  This band shows a cosine-like dispersion with the lowest energy at k = 0 and the highest at k = π∕a, i.e. at the Brillouin zone boundary. The band stems from the atomic s-level at E0 but it is shifted by α. Usually, this shift is quite small. The total width of the band is given by 2γ where the factor of 2 stems from the number of nearest neighbours and γ from the overlap of the wave functions and the potential. 


  Figure 2.7  also illustrates how we can understand the bands in a qualitative picture, derived from the s orbitals and the Bloch wave character (2.38  ). For k = 0 the phase factor eikR in the Bloch wave is 1 and (2.38  ) is just a sum of s-type wave functions centred on the sites of the lattice, with a small overlap. The overlap of wave functions with the same sign corresponds to a “bonding” situation, i.e. an increase of charge density between the atoms. It is qualitatively shown in the Figure. At the Brillouin zone boundary k = π∕a, on the other hand, the phase factor is -1, so that neighbouring atomic orbitals in (2.38  ) are added out of phase. This correspond to a wave function with a node in between the atoms, i.e. an anti-bonding situation. This picture can even be extended to the next band. This must be a p band. The tight-binding evaluation would be a bit more tricky than for an s band because there are three degenerate p levels but we do not worry about this here. For the p-band, the energy ordering at the zone centre and the zone boundary is opposite from the s-band. This is consistent with the sign-change in a single p-orbitals under inversion. Note, however, that the simple assignment of an orbital character like s or p to a band only works if the bands are well-separated and we do not have to use a linear combination of atomic orbitals as in (2.36  ) in order to describe the atom-centred wave functions used to construct the solid’s wave function. In a real band structure, this is almost never the case, and the bands have a mixed orbital character. 


  The tight-binding model is especially appropriate to describe bands that derive from fairly localised and directional bonds, such as the d states in a transition or noble metal. These states typically show band character but they are also very localised with a small overlap to the nearest neighbours. A d band thus shows little dispersion and appears much “flatter” than the s and p-derived bands. Also, there are ten electrons per atom in a filled d band, giving five (spin-degenerate) bands for one atom per unit cell. The fact that the bands are flat and that that there are at least five bands close to each other gives rise to a high density of states in the d band energy region. This is of course what we would expect for a localised state. Indeed, for strictly atomic levels, we would expect a δ-function like density of states. 


  

  


  
    

    
      

      


      [image: PIC] 

    



    
      Figure2.8: (a) Two dimensional square lattice. In a tight-binding model where only the nearest neighbours are considered, the black centre atom orbitals interact only with the red atoms. The two-dimensional crystal is assumed to be infinitely extended. (b) Situation upon the creation of an edge, i. e. of a one-dimensional “surface” in this two-dimensional crystal. The atoms at the surface have fewer nearest neighbours and this leads to a band narrowing in the tight-binding model.
    

    

    

  

  


  2.3.4 Calculating actual band structures


  The models explained in the two previous sections are useful to understand the concept of band structures and in principle they can also be a starting point for a realistic band structure calculation. When this is carried out in a proper way, they should also yield the same result. However, they have some restrictions that can frequently not be ignored. One is that the electron-electron interaction is treated poorly. One electron of interest is merely moving in an average potential of all the others. For a qualitative picture of band structure, this is acceptable but for a quantitative prediction the detailed interaction between the electrons can usually not be ignored. 


  The starting point for a realistic description of the electronic properties is the many-electron Schrödinger equation, that is written using the Born-Oppenheimer approximation, i.e. assuming that the ions can be treated as a static potential


  
    [image:  ∑ ¯h2∇2 ∑ ∑ 2 HΨ = { - ---j-+ V(rj)+ 1 -e-----1---}Ψ = E Ψ, (2.52) j 2me j 2 i,j 4πϵ0|ri - rj| ]
  


  where the sums are over all the N electrons in the system and the many-electron wave function depends on the coordinates of all the electrons, i.e. Ψ(r1,…,rN). This wave function has to be constructed such that it is anti-symmetric for particle exchange. The first term in the Hamiltonian is the kinetic energy of all the electrons, the second is due to the ions that give rise to the attractive potential V and the third is the mutual repulsion of the electrons. One might think that the biggest problem in solving this type of equation is the very high number of electrons in the solid but this can actually be handled by exploiting the crystalline symmetry, in the same way we have already used in the previous sections. The real problem is the last term in the sum that prevents us from splitting the many-body equation up into single-particle equations. 


  There are some sophisticated approaches for obtaining a self-consistent solution of (2.52  ) in an iterative way, such as the Hartree or the Hartree-Fock approximation but the computationally most efficient technique is the so-called Density Function Theory (DFT), the basic idea of which is the following: Suppose that we know the many-body wave function Ψ(r1,r2,…,rN) and we are interested in calculating the electron density n(r), then, if Ψ is normalized, we define this as an integral over the coordinates of all but one electron


  
    [image:  ∫ ∫ n(r) = ... Ψ*(r,r,...,r )Ψ(r,r ,...,r )dr ...dr , (2.53) 2 N 2 N 2 N ]
  


  i.e. we can directly calculate the electron density from the wave function. The surprising fact is that this relation can be reversed. If we know the electron density, we can use it to calculate the many-body electron wave function, at least in principle. So if we know the electron density, we can calculate any quantity we otherwise calculate from the wave function, in particular the total energy of the system. This means that the entire problem can be based on the electron density rather than on the many-body wave function and this is a huge simplification. 


  In particular, we can write the energy E of the system in terms of the electron density


  
    [image:  ∫ ∫ ∫ E(n(r)) = T(n(r)) + V(r)n(r)dr + 1-e2- n(r)n(r′)drdr′ + E (n(r))(,2.54) 24πϵ0 |r - r′| XC ]
  


  where the first term is the kinetic energy, the second is the interaction of the electron density with the ion potential and the third is the electrostatic repulsion energy of the average electron density. The last term EXC(n(r)) is called the exchange-correlation energy and takes account of the many-body part of the problem, i.e. the fact that the wave function has to be anti-symmetric (leading to the so-called exchange energy) and the correlated motion of the electrons, that is not captured in the average electrostatic repulsion in the third term. The total energy E is called a functional of the electron density because it is a function of the function n(r). 


  The entire task of solving the many-body problem now boils down to finding the electron density n(r) that minimizes (2.54  ). This electron density will then represent the ground state of the system and, since the wave function can be obtained from the electron density, it allows us to calculate all the desired quantities. Searching for the optimum n(r) can proceed in an iterative manner and in principle an exact solution of the problem can be obtained. The only problem is the exchange-correlation energy EXC(n(r)) that needs to be approximated. A particularly common approximation is the so-called Local Density Approximation (LDA). 


  It is hard to exaggerate the importance of DFT and the Local Density Approximation. In the present section, we only discuss how this technique can be used to calculate the electronic structure, but we can obtain many other properties as well. Notably, we can calculate the most stable geometric structure of a system by evaluating the total energy (2.54  ) for many possible structures and finding the one with the lowest energy. This structure will be realised, at least at zero temperature. We can also determine the atomic force constants by calculating the change in total energy when we move atoms slightly out of equilibrium. However, there are also some limitations to the theory. One is that it only calculates the ground state, not the excited states. As a consequence of this, the gap size in semiconductors is notoriously underestimated. Furthermore, the frequently-used local density approximation to EXC(n(r)) is not necessarily the best possible choice, in particular at surfaces. There are also limitations when treating issues such as magnetism, very strong electron correlations or van der Waals interactions. Finally, the result of the theory is usually not given in terms of the many-body wave function and band structure but in terms of an effective single-particle band structure (derived from k-dependent so-called Kohn-Sham energies), that has no firm physical interpretation, a problem we will totally ignore. 


  


  2.3.5 Electronic states at surfaces


  We can use the tight-binding model to get an idea of what can happen to bulk electronic states at the surface. We have seen that the total band width (the difference between highest and lowest energy in the band) depends on the number of nearest neighbours of an atom. But this number changes at the surface. In Fig. 2.8  (b) we have introduced a “surface” of our two-dimensional square crystal. The black atom a the surface has now lost one nearest neighbour and this will lead to a reduction in the band width of the corresponding state. How strongly the electronic states near the surface are affected by the surface creation then depends on how many neighbours the surface atoms loose. This simple picture will be appropriate to treat covalently bonded crystals (such as semiconductors) or localised d electron states near the surfaces of metals. 


  A good starting point for the situation at the surface of a metal with delocalised s and p electrons is a standard problem in quantum mechanics, that of a particle near a potential step, as shown in Fig. 2.9  . The step can be considered to be a (poor) representation of a metal surface. The electrons are trapped inside the metal by a finite potential of height U0 (we will discuss the origin of this later). We do not go through this standard problem here but merely state the solution. On the left hand side, inside the solid, we are only interested in the solution for bound electrons, i.e. for E < U0. The wave function solving the one-dimensional Schrödinger equation can be written as a superposition of a left-going and a right-going plane wave


  
    [image:  ikiz -ikiz ψi(z) = e + Re , (2.55) ]
  


  and inserting this into the Schrödinger equation shows that this is a solution to the eigenvalue E for ki given by


  
    [image:  ∘ ------ k = 2meE-, (2.56) i ¯h2 ]
  


  i. e. a real number. 


  On the right hand side, outside the solid, the wave cannot propagate since E < U0 and we get


  
    [image:  ikoz ψo(z) = T e , (2.57) ]
  


  with ko given by


  
    [image:  ∘ ------------ k0 = 2me(E--2-U0), (2.58) ¯h ]
  


  i. e. an imaginary number. Now all that remains to be done is match the two solutions at the boundary such that their value and their first derivative are equal at z = 0. This can always be done by adjusting the phase between the left and right propagating waves on the left hand side through the complex number R (one finds that |R| = 1) and the value T on the right hand side. The resulting solution is sketched in 2.9  . It is a plane wave inside the solid and an exponentially decaying wave function outside. 


  The result can be interpreted as follows: If we construct a surface by a potential barrier, this does not actually affect the bulk electronic states very much. It only imposes a phase between the left and right going waves. |R| = 1 implies that the electrons do not leave the solid. However, the vacuum tail of the wave function is something new and remarkable and we will use it in experimental techniques such as scanning tunnelling microscopy. 
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      Figure2.9: One-dimensional step potential and solution of the Schrödinger equation in its vicinity. The left hand side represents the inside of the solid and the right hand side vacuum.
    

    

    

  

  

  

  A very similar result emerges when the much more sophisticated DFT is used to calculate how the electrons behave at the surface of a metal. In this model we look at what happens to the total electron density instead of merely one wave function. An example of this is shown in Fig. 2.10  [2]. As in the Drude model for metals, each metal ion is assumed to contribute a certain number ZV of electrons to move freely in the metal and the task of the computation is to find out how these electrons react to the presence of the surface. A drastic simplification is made for the ion lattice: instead of having discrete ions on the lattice sites, the ionic charge density is smeared out uniformly, leading to the name jellium model. Deep inside the solid, the positive charge density must be the same as the charge density by the free electrons in order for the solid to remain charge neutral. This charge density is calculated as ZV ρm∕A, where ρm is the density of the solid in kgm-3 and A is the atomic mass in kg per atom. 


  The ionic charge density is represented by the shaded area in the Figure. It is constant inside the solid and drops abruptly to zero at the surface. The electronic charge density is allowed to re-arrange itself in the vicinity of the surface in order to minimise the energy according to (2.54  ). It is represented by the solid lines for two electron densities, corresponding to the metals caesium (9 × 1027 electrons m-3) and aluminium (2 × 1029 electrons m-3). The distance from the surface is given in units of the Fermi wavelength, i.e. 2π∕kF for reasons that will become apparent in Section ??. 
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      Figure2.10: Electron density at the surface of jellium as a function of distance from the surface for electron densities corresponding to aluminium and caesium (after Ref. [2]).
    

    

    

  

  

  

  There are two main observations: the electron density spills out into the vacuum at the expense of the density immediately below the surface and, when approaching the average positive density inside the crystal, it shows small oscillations as a function of distance. The spill out of the electrons into the vacuum resembles the exponential decay of the wave function in Fig. 2.9  . Here it must be associated with a gain in kinetic energy that more than compensates the obvious loss of potential energy. 


  The combination of charge density depletion below the surface and spill-out into the vacuum leads to the creation of an electric dipole at the surface. The direction of the dipole prevents electrons from moving into the vacuum and we shall see later that the dipole contributes to the work function of the solid. It is, however, only a small contribution to the total work function. 


  The small oscillations of the charge density are called Friedel oscillations. They have a periodicity of half the Fermi wavelength (π∕kF). We will come back to the Friedel oscillation and give a simple model for their origin in Chapter ??. 


  So far, we have developed some simple ideas of how the bulk electronic states of the solid are affected by the presence of the surface. A far more interesting aspect of the surface is that it also allows for the existence of completely new, surface-localised states. We give the key-idea of this here and develop the concept more in detail in Chapter ??. The presence of the surface destroys the translational periodicity perpendicular to the surface but the translational periodicity parallel to the surface is conserved. Parallel to the surface, the electronic states are therefore still two-dimensional Bloch waves but perpendicular to the surface this is no longer so. 


  We have already studied the behaviour of a free electron near a potential step in connection with Fig. 2.9  . A bulk state in a solid is not a free electron state but a Bloch wave
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      	(2.59)
    

  


  but when we just consider the situation perpendicular to the surface, it is very similar to that of free electrons. The Bloch wave function and its derivative have to be matched continuously to an exponentially decaying wave function in the vacuum. This is shown in Fig. 2.11  (a). 


  The wave vector k of the Bloch wave is purely real but nothing in the form of the Schrödinger equation imposes any restriction to real wave vectors. We have already encountered this in connection with the potential step, where the wave vector on the vacuum side in (2.58  ) was purely imaginary. It is an interesting question to ask what would happen if the wave vector was complex inside the solid, too. If we assume that the z component of k was complex, we could take its imaginary part ℑ(kz) out of the plane wave part of the Bloch state, leading to
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  where k′ is the remaining real part of the wave vector, i.e. (kx,ky,ℜ(kz)). In the bulk solid, this construction clearly leads to a problem because this solution is exponentially increasing in the +z direction. It can therefore not be normalised and is thus not physically meaningful. 


  The existence of the surface makes such solutions with a complex wave vector possible and an example is given in Fig. 2.11  (b). The solution has a complex wave vector in the z direction which means that it is exponentially increasing in that direction. However, as the crystal is terminated by the surface, it has to be matched to an exponentially decreasing wave function outside the surface and it can still be normalised. Parallel to the surface the potential still has translational symmetry, so inside the solid this solution can be written as a two-dimensional Bloch wave times an oscillating damping factor
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  where k|| = (kx,ky) and r|| = (x,y). This solution is a surface-localised electronic state. Note that the wave number κ in the z direction is complex, not just imaginary. Therefore, the wave function in the z direction is not just exponentially decaying but still has an oscillating Bloch character. 
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      Figure2.11: Sketch of a bulk and a surface state wave-function close to the surface (at z=0). Both are matched to an exponential decay into the vacuum. The surface state also decays exponentially into the bulk.
    

    

    

  

  

  

  We will see that a necessary condition for the existence of such an electronic surface state is that its energy lies within a bulk band gap, i.e. that it is not degenerate with any bulk states. More precisely, the condition is merely that the state is in a “projected” bulk gap but we shall discuss this in detail later. It is clear that a state that is placed in a bulk gap cannot penetrate into the bulk because it is not an allowed state there. It must be confined to the surface. We have seen that gaps in the bulk band structure emerge frequently from simple models (see Fig. 2.7  ) and the weaker condition of having a projected band gap is fulfilled even more frequently. Surface states are therefore nothing exotic but a frequent phenomenon on the surfaces of metals and semiconductors. 


  We conclude this section by addressing an obvious problem for the realistic calculation of the surface electronic structure: even if we have tools like DFT at our disposal, we have to give up the three-dimensional periodicity of the solid in order to introduce the surface. This also means that we have to sacrifice the periodic boundary conditions (2.23  ). More precisely, we have to give up the periodicity perpendicular to the surface. We can keep it parallel to the surface. This is a real issue because the concept of a three-dimensional repeating unit cell combined with the introduction of periodic boundary conditions greatly simplifies the solution of the Schrödinger equation. 


  There is an elegant way to circumvent this problem. Instead of using a solid that is periodic and infinite in the two dimensions parallel to the surface, and semi-infinite in the direction perpendicular to it, one uses a thin slab of solid, usually only a few layers. Then one constructs a three-dimensional solid out of such slabs. with vacuum in between them, as illustrated in Fig. 2.12  (a). This construction is obviously periodic parallel to the slab surface but it is also periodic perpendicular to the slab, just that the periodicity is now not one unit cell but the thickness of the slab plus the thickness of the vacuum layer. The new periodicity of this so-called supercell is indicated as c′ in the Figure. For such a system, the usual three dimensional band structure can be calculated but the construction also contains two surfaces per unit cell, one on each side of the slab. Thus, one obtains both the bulk electronic structure and the surface solutions. 


  Fig. 2.12  (b) and (c) illustrate this approach for the case of a the bulk of copper and the Cu(111) surface. The bulk band structure in Fig. 2.12  (b) is given in between the high symmetry points of the bulk Brillouin zone. The lowest lying band in the Γ -X direction resembles a free electron parabolic dispersion. It starts at a binding energy of ≈ 9eV and is crossing the Fermi energy close to X. This band is derived from the Cu 4s and 4p electrons. These are strongly hybridised and the free electron band is usually referred to as the sp band. Between 5 and 2eV, however, the band is severely distorted and mixes with a narrow bunch of other bands in this region. These flat bands are due to the occupied 3d band in the noble metal Cu. Consistent with the tight-binding picture developed above, their dispersion is flat because the d states still have a strongly atomic character and remain fairly localised. 


  Figure 2.12  (c) shows the calculation for a system of six-layer copper slabs, separated by vacuum as shown in Fig. 2.12  (a). We will discuss the interpretation of such a calculation later. Here we already note that the main features of the bulk calculation are still recognisable but have now turned into many “spaghetti”. A possible interpretatoin of this is that we are now dealing with a thin slab of copper in which the k component perpendicular to the slab is quantised. The previously continuous band in this direction turns into many discrete states and these are the many bands we see. 


  Some numerical precautions have to be taken: since the slab has two surfaces, it needs to be thick enough for the surface-localised states on either side not to interact. Due to the exponential decay of surface states into the bulk solid, this requirement is usually not hard to meet. The vacuum layer between two slabs also has to be thick enough for the states of two neighbouring slabs not to interact. Finally, the use of the slab geometry also affects the bulk states significantly because it restricts the number of possible k vectors perpendicular to the surface, very much like in a one-dimensional quantum well. But this is not a real problem since the correct description of the bulk electronic states can be taken from a proper bulk calculation. In fact, if the slab calculation gives an accurate description of the surface electronic structure, this is quite sufficient. It is not the objective to describe the bulk states and it would not be sensible either, keeping in mind that the size of a “unit cell” in such a slab-based calculation is significantly bigger than that of a normal unit cell in the solid and the calculations are computationally heavy. 
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      Figure2.12: (a) Supercell approach for a calculation of the surface band structure of Cu(111). In order to conserve the three-dimensional periodicity of the problem, a cell containing a thin slab of copper atoms plus a several layers of vacuum is introduced. (b) Bulk electronic structure of copper after Ref. [3]. (c) Calculation of the surface electronic structure for a slab of six layers after Ref. [4].
    

    

    

  

  


  2.4 Lattice vibrations


  


  2.4.1 Lattice vibrations in the harmonic crystal: phonons


  Vibrations in bulk solids are usually discussed in terms of the so-called harmonic approximation, i.e. the assumption of a linear restoring force for the motion of ions out of equilibrium. This turns out to be a rather good approximation since the vibrational amplitudes are small. However, anharmonic effects are observable, for example the thermal expansion of solids or the scattering of quantised lattice vibrations (phonons) by other phonons. 


  The theory is developed on the assumption that we know the interatomic force constants. These could be obtained from the solid’s mechanical properties (e. g. Young’s modulus) or from the experimentally determined vibrational frequencies. The force constants can also be calculated, e.g. using DFT. To do this, we can calculate the energy for a solid in a certain geometric configuration. Then we can move the atoms slightly away from this configuration and calculate the energy change. In this way, we can essentially map out the potential energy curves and calculate the force constants. In reality, the computational effort for this can be huge but this is how it is done in principle. 


  Assuming that the force constants are known, the next task is to figure out the permitted vibrational frequencies for the solid. This derivation is entirely classical but the result can also be interpreted in terms of quantum mechanical oscillators. Each classical oscillator with ωi can be assigned to a quantum mechanical oscillator with energy levels E = ℏωi(1∕2 + n), where n is an integer. The excitations of these quantised oscillators are called phonons.  


  The standard example is a one-dimensional chain of atoms with lattice constant a and two atoms per unit cell. We can write down Newton’s equation of motion for each atom, taking only the forces between nearest neighbours into account. If we have a solid with N unit cells, this gives 2N coupled equations of motions - a seemingly hopeless task. However, making use of the periodic boundary conditions and inserting plane-wave type solutions reduces this problem to a set of merely two linear equations for every allowed value of the wave vector k. This system of equations has two solutions for every k, as shown in Fig. 2.13  . These solutions are called “branches” or phonon dispersion curves. The solution that goes to zero for small k is called the acoustic branch because its small-k (long wavelength) limit corresponds to the propagation of sound waves. This acoustic branch is always present in the vibrational spectrum of a solid, even for only one atom per unit cell. The branch with a finite ω at k = 0 is called the optical branch. It is only present for more than one atom per unit cell. This one-dimensional model already contains all the important features of the phonon dispersion spectrum. Extending it to three dimensions merely increases the number of acoustic branches (from two to three, one longitudinal and two transverse) for one atom per unit cell and to six for two atoms per unit cell. 
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      Figure2.13: Phonon dispersion curves for a one-dimensional chain with two atoms per unit cell.
    

    

    

  

  

  

  Note that the phonon dispersion curves only cover certain energy ranges. The lowest energy for the acoustic branch is zero and there is a highest phonon frequency in the optical branch. In between these two branches, there is an energy gap, i.e. a region of energies with no allowed phonon vibrations. This is quite similar to the situation of the electronic states in Fig. 2.7  and it will be important for the introduction of surface-localised vibrations.


  2.4.2 Vibrations at surfaces


  As in the case of the electronic properties, the allowed vibrations can be expected to change due to the introduction of a surface. Consider again the situation in Fig. 2.8  (a). In the centre of the crystal, the black atom has four nearest neighbours and moving it out of its equilibrium position creates forces due to the changed interactions with these neighbour atoms. When the atom is placed at the edge (i. e. at the one-dimensional surface) as in Fig. 2.8  (b), one of the neighbours is missing. This will affect the restoring force, especially when moving the atom in the direction perpendicular to the edge, because the spring constant pulling it back is approximately reduced by a factor of two. While these considerations are very simplistic and do not even take into account that all the near-surface force constants might actually change, many surfaces show signs of reduced force constants, leading to reduced vibrational frequencies, reduced surface Debye temperatures and larger vibrational amplitudes. 


  The introduction of a surface also permits new vibrational modes that are not present in the bulk for reasons that are very similar to the those which permit electronic surface states. Breaking the translational symmetry perpendicular to the surface allows us to introduce solutions with complex wave vectors κ perpendicular to the surface while keeping a real, two-dimensional wave vector k∥ parallel to the surface. In the bulk materials, complex wave vectors are not permitted because the vibrational amplitude would “blow up” in one direction but at the surface they can exist. The new surface vibrations thus decay exponentially into the bulk, just as the electronic surface states do. Another similarity is the condition for their existence: as the electronic surface states, surface vibrations need to have frequencies that fall within a (projected) gap of the bulk frequency spectrum. An inspection of Fig. 2.13  shows that this is easily achieved for a solid with two atoms per unit cell because there is a gap between the highest vibrational frequency in the acoustic branch and the lowest in the optical branch. We will see, however, that the condition can also be fulfilled easily when there is only one atom per unit cell. 


  


  2.5 Further reading


  Most of this discussion is found in standard solid state physics books, such as


  
    	Solid State Physics by N.Ashcroft and N.D.Mermin, Saunders College, 1976.


    	Solid State Physics by Ch.Kittel, Wiley, 1995.


    	Solid State Physics. An Introduction by Ph.Hofmann, Wiley-VCH, 2008 (this is assumed to be the basis for the present text).

  


  For the theoretical description of the electronic and vibrational structure at surfaces, see


  
    	Concepts in Surface Physics by M.C.Desjonqueres, D.Spanjaard, Springer 2002.

  


  2.6 Discussion and Problems


  


  Discussion


  


  
    	Explain the relation between the Miller indices used to denote a (surface) plane of a crystal and the crystal’s reciprocal lattice.


    	Explain how the surface reciprocal lattice is related to the bulk reciprocal lattice of a crystal.


    	How does the presence of the surface affect the electronic band structure near the surface in a tight-binding picture?


    	Describe qualitatively how the electron density of a metal changes in the immediate vicinity of the surface.


    	Why is it useful to calculate the electronic structure for a so-called supercell as in Fig. 2.12  (a) and why does this lead to so many bands in Fig. 2.12  (c)?

  


  


  Problems


  


  
    	 Surface structure: Pt crystallises in the fcc structure with a lattice constant of a = 3.92Å. (a) Draw a sketch of the (100), (110) and (111) surfaces of Pt indicating the position of the first and second layer atoms. Give the main distances in the drawings. Remember that, for the purpose of defining the surface orientations, the directions are the same as for the simple cubic case in Fig. 2.2  . (b) The electronic properties of the Pt surface atoms will differ from those in the bulk. According to the tight-binding picture, the change will depend strongly on the number of nearest neighbours the atoms at the surface loose with respect to the bulk. How many nearest neighbours do the atoms of the first and second layer actually loose in the case of the three surface structures you have drawn?


    	 Surface structure: An STM image of the Pt(111) surface and its Fourier transform is shown in Fig. 2.6  . (a) Construct the two-dimensional real-space lattice for the first layer atoms of Pt(111). (b) From this, construct the two-dimensional reciprocal space lattice. Hint: the easiest way to do this is by using equation (2.6  ). Once you have the reciprocal lattice you can also draw the (two-dimensional) first Brillouin zone for it. Hint: Define one point of the reciprocal lattice as the origin. Draw the vectors to the neighbouring reciprocal lattice points. Draw lines perpendicular to these vectors, intersecting the vectors at half the distance between the origin and the neighbouring reciprocal lattice points. The area enclosed by these lines corresponds to the points closer to the origin than to any other reciprocal lattice point, i.e. to the two-dimensional first Brillouin zone. (c) The Fourier transform picture in Fig. 2.6  shows high intensity at points corresponding to the reciprocal lattice. The hexagon around the centre does not have the same orientation as the hexagons in the STM image. Is this correct? I.e. is the hexagon of the reciprocal lattice rotated with respect to the hexagon of the real space lattice? (d)(*) Show that you get the same vectors for the two-dimensional reciprocal lattice by projecting the bulk reciprocal lattice vectors on the surface plane, following the same strategy as used in the text for the fcc(001) surface. (d)(*) Draw the surface Brillouin zone with respect to the bulk Brillouin zone as in Fig. 2.5  .


    	 Free electron model in three, two and one dimensions: In standard solid state physics texts, it is shown that the density of states for a free electron gas in three dimensions is proportional to the square root of the energy. Show that the density of states for a free electron gas in two dimensions in independent of the energy. What happens in one dimension?


    	 Tight-binding model: What is the total band width of the lowest tight-binding band for the example calculated in the text for the model shown in Fig. 2.8  (a) and why?


    	 Surface electronic structure: Estimate how far the electron wave function for states at the Fermi energy of a metal penetrates into the vacuum when the typical height of the barrier confining them (the work function) is 4eV.
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